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#### Abstract

The early bombardment history of Mars may have drastically shaped its crustal evolution. Impact-induced melting of crustal and mantle materials leads to the formation of local and regional melt ponds, and the cumulative effects of the impact flux could result in widespread melting of the crust. To quantify impact-melt production, its provenance and final distribution as a function of impact conditions, we carried out a systematic parameter study using the iSALE shock physics code. In contrast to simplified scaling laws for estimating the amount of melt generated by shock compression, we take the planet's thermal state at the time of impact into account. In addition, we consider decompression melting as a consequence of lithostatic uplift of initially deep-seated material. We find that the geothermal profile has a strong effect on melt production, and that melt volumes are significantly increased by up to a factor of seven in comparison to existing analytical estimates. Enhanced melting occurs at impactor sizes (and velocities) that deposit most of their energy at a depth close to the base of the lithosphere. Impactors larger than 10 km penetrate through the lithosphere and can generate a significant amount of melt by decompression due to lithostatic uplift, which can make up to $40 \%$ of the total melt volume. In some cases, the total melt volume exceeds the volume of the transient (and final) crater and the surface expression of these collisions may resemble large igneous provinces rather than typical craters.


## 1. Introduction:

The cratered surface of Mars bears scars of collisions that have occurred throughout its history. Mars is considered to have accreted the bulk of its mass within about 5 million years after the condensation of the first solids (Dauphas and Pourmand 2011; Kleine and Walker 2017). This "primary accretion" phase was followed by a period of time in which collisions were less frequent and less energetic, named "late accretion". The total mass added to Mars during the late accretion is estimated to be about $0.25 \%$ of the planet's mass (Walker 2009), based on the abundance of highly siderophile elements in martian meteorites. The details of the late accretion are debated. Mars' number of large craters ( $>150 \mathrm{~km}$ in diameter) is lower than expected based on extrapolations from the Moon, at odds with a rapid formation of Mars. To
explain the paucity of large craters, a recent work suggests that Mars experienced a lull in the impact flux post Borealis formation, considered to have formed prior to $\sim 4.5 \mathrm{Ga}$ (Bottke and Andrews-Hanna 2017). An alternative model (Morbidelli et al. 2018) envisions a late formation of Borealis basin ( $\sim 4.3 \mathrm{Ga}$ ) which could have been responsible for the obliteration of many older large craters. In addition, a closer examination of large-scale impact mixing suggests that Mars could have accreted up to $2.5 \%$ of its mass. The latter may also partially explain the heterogeneous W isotopes in martian meteorites (Marchi et al. 2020).

To achieve a better understanding of the early bombardment history of Mars and its paucity of large craters, it is important to consider the extent of melting of crustal and mantle materials resulting from large impact events. Previous studies suggest that, in case of very large impacts, the generated melt volume can exceed the crater volume (e.g., Grieve et al. 2006) leading to localized igneous provinces rather than morphologies typical of impact structures or basins (Tonks and Melosh 1993). These results may affect our ability to identify ancient craters, with implications for the earliest cratering history.

The extent of impact-induced melt generated throughout the early history of Mars may be estimated by simplified scaling laws, which predict melt volumes as a function of impact parameters. Such scaling laws, that have been primarily derived to estimate impact-induced melting on Earth, are based on semi-analytical models (e.g., Grieve and Cintala 1992; Grieve and Cintala 1997; Croft 1982; Bjorkman and Holsapple 1987, Tonks and Melosh 1993) or simulations using shock-physics codes (e.g., O'Keefe and Ahrens 1977, Pierazzo et al 1997, Barr and Citron 2011). To estimate the amount of impact-induced melting, scaling laws usually do not account for pre-impact target material temperature (e.g., geothermal profiles), nor how lithostatic overburden pressure may affect melting. Thus they may not be applicable to impactors that are large enough to penetrate the base of the lithosphere. Previous studies investigated the effect of different thermal profiles on crater morphometry or mantle material exposure (e.g. Miljkovic et al. 2013, 2015, 2016) and ejecta thickness distribution (Zhu et al. 2017) but did not quantify melt production. Abramov et al. (2012) combined existing scaling laws (Bjorkman and Holsapple 1987; Pierazzo and Melosh 2000) and extended those by a correction factor adjusting the required melt energy $E_{m}$ according to the temperature in the average depth of melting to roughly account for the temperature gradient in the targets. Tonks and Melosh (1993), using a simple analytical model, find significant differences in melt production for a giant impact forming a magma ocean on Mars depending on mantle temperature ( $\mathrm{T}_{0}=1490$ and 298 K ). Marinova et al. (2011) studied melt production by giant impacts ( $L>\sim 400 \mathrm{~km}$ ) on Mars considering a hot thermal profile and various impact angles using a smoothed particle hydrodynamic (SPH) code. However, they did not investigate the transition towards smaller impact events nor the contribution to the overall melt budget from decompression melting due to upwelling of initially deep-seated rocks. Ivanov and Melosh (2003) showed that decompression melting is effective for impactors larger than 20 km in diameter colliding with a hot, early Earth at a velocity of $15 \mathrm{~km} / \mathrm{s}$. Mars is best suitable to study impact-induced decompression melting since it is big enough to exhibit a sufficiently steep pressure and temperature gradient as indicated by its volcanic history (e.g. Robbins et al. 2011, Hartmann et al. 1999). In addition, a large number of ancient, basin-sized craters are preserved that can be studied. In summary, previous studies did not adequately consider the planet's thermal state and vertical material transport during the crater formation process on melt production and distribution over a wide range of impactor sizes. Our work aims at a better understanding of the impact-induced melt production on Mars throughout its early history, with implications on melt distribution and the overall cratering record.

In this paper we present a comprehensive set of simulations using the shock physics code iSALE covering a wide range of impact conditions on Mars. In particular, we focus on the
effect of the temperature gradient of Mars and how it evolves over time. Further, we determine the degree of melting, the provenance of the melt, we seperate between shock and decompression melting and track the distribution of melt in our models to assess its effect on the final crater morphology.

## 2. Numerical modeling of impact-induced melt production:

### 2.1 Impact modeling:

We have used the iSALE (2D, Version Dellen) shock physics code (Amsden et al. 1980; Collins et al. 2004; Wünnemann et al. 2006) to quantify melt production, its provenance, and final distribution as a consequence of impacts on Mars. We employ a 2D cylindrical geometry for the computational grid which allows us to simulate vertical impacts only. We do not investigate the effect of the impact angle $\alpha_{i m p}$; thus, our melt estimates may be interpreted as an upper limit since the impact melt volume decreases with $\alpha_{i m p}$ (see Section 4). We model spherical impactors resolved by 50 cells per projectile radius ( 50 CPPR ). It has been shown that at this resolution iSALE underestimates the melt volume by less than ~10\% (Wünnemann et al. 2008). Relative to the expected variations in impact melt production as a function of projectile and target properties the error is small. Also note that in most previous studies on impact melt production (e.g., Pierazzo et al. 1997, Barr and Citron, 2011, Quintana et al. 2015) only the total volume of shock-melt was determined, which requires a computation time until the shock wave has sufficiently attenuated below the critical shock pressure for melting (see below). In our study we also investigate the final distribution of melt, which requires a much longer computation time. Therefore, we consider 50 CPPR as a good compromise between computation time and accuracy. We consider a spherical target to account for geometric effects which may be important for very large impactors ( $L>=100 \mathrm{~km}$ ).

Further, we assume thermodynamic target conditions appropriate for early Mars that do account for different crustal thicknesses and a thermal evolution that covers a timespan of 1000 Myr. We use the semi-analytical equation of state package ANEOS (Thompson and Lauson 1972, Melosh 2007) to describe the thermo-dynamical behavior of the basaltic crust (Pierazzo et al. 2005), the dunitic mantle and the impactor material (Benz et al. 1989), and the iron core. We do not account for differentiated impactors and assume homogeneous dunitic composition and constant initial temperature. Unlike in most previous studies (e.g., Pierazzo et al. 1997, Barr and Citron 2011, Quintana et al. 2015), we employ a material specific elastic-plastic constitutive model (Collins et al. 2004) to account for more realistic crater formation and material distribution at the final state. Material parameters are stated in Tab. A1. The rheological behavior of molten material is approximated by assuming a constant viscosity of $\eta=10^{10}$ Pas (Potter et al. 2013).

### 2.2 Computing melt volumes:

Melting in impact events occurs due to (1) the increase in entropy as a consequence of shock compression (shock melting), (2) lithostatic uplift of material which is associated with a decrease of the melting temperature (decompression melting), and (3) plastic deformation which dissipates heat in the material. The latter is important for low-velocity impacts $\mathrm{U}<10$ km/s (Quintana et al. 2015, Kurosawa and Genda 2018, Emsenhuber et al. 2018) on brittle targets, but less important in high-velocity and large impacts (estimated in this study at impactor diameters $L$ larger than or equal to 10 km , depending on the geothermal profile). The current study focuses on impactor sizes and velocities, for which most of the melt is generated at a
depth ranging from a few tens to a few hundreds kilometers. At these depths, crustal and mantle materials are ductile due to thermal softening (Ohnaka, 1995). Thus, we consider the heat contribution from plastic work to be negligible. We follow the commonly used approach to quantify melt production in impact simulation (e.g., Pierazzo et al. 1997, Pierazzo and Melosh 2000, Artemieva and Lunine 2005, Wünnemann et al. 2008, Barr and Citron 2011), where the peak shock pressure is used to determine the increase in entropy upon compression and to derive the post-shock final temperatures. Alternatively, one can also use the temperatures computed by iSALE, which in contrast to the other method include heating due to plastic work. However, this approach is considered not to be suitable in this work for various reasons as discussed below. We use massless Lagrangian tracers to record the maximum shock pressure $P_{\text {peak }}$ and the final (lithostatic) pressure $P_{\text {final }}$ after displacement. Initially, one tracer is placed in the center of each computational cell. Each tracer represents the volume of material of the cell and tracks the displacement as a consequence of crater formation. Following Pierazzo et al. (1997), the peak shock pressure has to be in excess of a material specific, constant critical shock or melt pressure $P_{M}$, which corresponds to a certain melt energy $E_{M}$ or entropy $S_{M}$, to cause melting after the release from shock pressure. This approach implies two assumptions, namely that the initial temperature is negligible and the material is unloaded from shock compression to standard conditions (atmospheric pressure). These assumptions are approximately valid for small impacts <= 10 km , but do not hold true for very large impacts, where crust and mantle materials are affected by the planetary temperature gradient and overburden hydrostatic pressure.

To determine the tracers' final temperature $T_{\text {final }}$ we use the peak shock pressure $P_{\text {peak }}$ recorded by each tracer in the iSALE simulations. Then, in a post processing step, we use ANEOS to calculate for a given tracer the release path from $P_{\text {peak }}$ along an adiabat to the final lithostatic pressure $P_{\text {final }}$ that is given by the depth where the tracer is finally located. Note, the Hugoniot curve and the release path depend on the initial $P_{0}, T_{0}$-values that are defined by the assumed geothermal profile. The thermodynamic path is illustrated in a $P$-T space in Fig. 1, where the initial state ( $P_{0}, T_{0}$ ) is indicated by the thermal profile (thick black line). For five example tracers initially located at different depths (black triangles) the shock loading by $\Delta P=$ 60 GPa and adiabatic unloading path is shown. A tracer located initially close to the surface (I) is shocked along the Rayleigh line (thermodynamic path at the shock front calculated by ANEOS; red dash-dotted line) to the peak shock pressure (II) and subsequently unloads along an adiabat to the final lithostatic pressure (III). Note, the final lithostatic pressure $P_{\text {final }}$ may be lower than the initial pressure due to lithostatic uplift upon crater collapse. Eventual decompression up to atmospheric pressure as a consequence of the upward transport of material in the course of crater formation is indicated by the dotted line in Fig. 1. If the final temperature $T_{\text {final }}$ (III, diamond) is below the solidus $T_{s}(p)$ no melting occurs. For higher initial temperatures $T_{0}$ (black triangles) different Hugoniot curves (dashed lines) and release adiabats (thick colored lines) have to be considered. The final location between solidus and liquidus (thin black lines) defines the degree of melting. We assume that the fraction of melt, $m_{f}$, increases linearly with the temperature increase between solidus and liquidus; $m_{f}=\left(T_{f i n a}-T_{s}\right) /\left(T_{L}-T_{s}\right)$, applicable for $T_{\text {final }}>\mathrm{T}_{\mathrm{S}}$ and $T_{\text {final }}<\mathrm{T}_{\mathrm{L}}$.


Figure 1: Thermodynamic paths upon shock and unloading for dunitic material with different initial conditions in temperature-pressure space. Different shock and release paths for $\Delta P=60$ GPa are illustrated to demonstrate that melting of the material also depends on initial conditions and final release pressures $P_{\text {final }}$. The thermal profile (black line) describes an early Mars with a thin crust ( $T_{\text {late }}^{\text {thin }}$, see 2.4). The initial state (I, black right facing triangles) is described by the thermal profile (thick black line) and is connected with the shock state (II, red left facing triangles) by the Rayleigh line (red dash-dotted line). The adiabatic release paths (colored line) end at the final stage (III) where diamonds indicate unloaded material to initial pressure. Further decompression up to atmospheric pressure is indicated by dotted lines. The solidus and liquidus curves (thin black lines) indicate whether the material is molten. Dashed lines illustrate the Hugoniot curves that depend on the initial state $\left(P_{0}, T_{0}\right)$.

The solidus and liquidus curves shown in Fig. 1 are taken from literature (Ruedas and Breuer 2017, pers. communication Ruedas) to avoid inconsistencies with thermodynamic state
models of martian interior evolution based on the chemico-physical cooling models. This improved post-processing procedure to determine melting from peak shock pressure accounts for both the initial target temperature and the final lithostatic pressure. To separate the two melting mechanisms, shock melting and decompression melting, we determine a parameter $m_{D}$ that expresses the amount of decompression melting relative to all considered melting mechanisms $m_{D}=\Delta T_{D} /\left(\Delta T_{D}+\Delta T_{\text {shock }}\right)$, where the temperature increase due to shock is given by $\Delta T_{\text {shock }}=T_{\text {final }}\left(P_{\text {final }}\right)-T_{0}\left(P_{0}\right)$ and the reduction of the melt temperature due to decreased lithostatic pressure can be calculated by $\Delta T_{D}=\left[\left(T_{S}\left(P_{0}\right)+T_{L}\left(P_{0}\right)\right)-\left(\left(T_{S}\left(P_{\text {final }}\right)+T_{L}\left(P_{\text {final }}\right)\right)\right] /\right.$ 2. Finally, we determine the total amount of melt $V_{m}$ by summing up the volume of partially to fully molten tracers using the volume of the cells where the tracers were initially located multiplied by the melt fraction $m_{f}$. Our method to determine melt production overcomes previous shortcomings regarding the pre-impact initial temperature and the contribution from decompression melting. However, it may overestimate shock heating if the peak shock pressure is achieved by multiple shock waves ramping-up the peak shock pressure. Since the major entropy increase is caused by the primary shock wave we consider this effect to be negligible. As mentioned above, we also neglect the contribution of plastic work. Both effects can be taken into consideration by using the final temperature in each individual cell that is calculated by iSALE. This method has been used in previous studies to determine the shockinduced heating and melting (e.g., Quintana et al. 2015). But this approach is not applicable here, as we include the late-stage crater modification processes where the temperature field is subject to significant numerical diffusion, which is intrinsic to the Eulerian advection scheme in iSALE (Collins et al. 2013), causing an artificial increase/decrease in the total melt volume.

### 2.3 Determination of the transient crater:

The transient crater describes the shape of the still-evolving cavity at the end of the excavation stage and the beginning of the crater collapse. The determination of the transient crater may be problematic for large impact events, because crater collapse occurs at different times and different places in the course of the crater formation along the cavity wall (e.g., see discussion in Elbeshausen et al., 2009). Thus, no specific point in time exists when the transient crater is fully developed and therefore, it cannot be straightforwardly measured at a single time step in numerical models. In previous studies on basin formation (e.g., Elbeshausen 2009, Prieur 2017, Potter 2012) the transient crater was often estimated by the size of the crater at the time when the maximum crater volume occurs; however, at this time the crater floor is usually already collapsed and a central uplift has formed. We determined the volume of the transient crater by tracking all grid cells throughout the excavation stage that are "empty" (cells with $\rho<1000 \mathrm{~kg} / \mathrm{m}^{3}$ ) for at least one time step. The added volume of all empty cells corresponds to the volume of the transient crater (cf. Fig. 8 blue dashed lines). To correct for numerical inaccuracies near the crater rim, where additional empty cells appear in the course of the modification stage, we fit the transient crater with a paraboloid of higher order while excluding the rim zones (cf. Fig. 8 black dashed lines).

### 2.4 Model setup:

We carried out a suite of more than 100 impact simulations and systematically explored melt production and distribution. We varied the impactor diameter $L$ over three orders of magnitude from 1 to 1000 km and considered impactor velocities $U$ of 10, 15, and $20 \mathrm{~km} / \mathrm{s}$. Impact events on a smaller scale $L<10 \mathrm{~km}$ are considered to compare with previous work.
We consider two thermal profiles to approximate varying geothermal conditions of an early Mars, and two crustal thicknesses. The temperature profiles are taken from mantle convection
models by Plesa et al. (2016). Figure 2 illustrates the thermal profiles for the different cases. Additionally, the solidus (Ruedas and Breuer, 2017) and liquidus curves (pers. communication Ruedas) are plotted. Cases $T_{\text {early }}^{\text {thin }}$ and $T_{\text {early }}^{\text {thick }}$ represent temperature profiles for a very early state of Mars ( $\sim 4.5 \mathrm{Ga}$, red lines) and cases $T_{\text {late }}^{\text {thin }}$ and $T_{\text {late }}^{\text {thick }}$ represent late state temperature profiles after 1 Ga cooling history ( $\sim 3.5 \mathrm{Ga}$, blue lines).
Crustal thickness varies from 45 (thin) to 87 km (thick), respectively, roughly corresponding to Martian low- and highlands. The core-mantle boundary (CMB) is fixed at a depth of 1700 km . For the individual thermal profiles, the thickness of the apical conductive thermal boundary is illustrated by dashed lines and measured at $d_{L}=61.2 \mathrm{~km}\left(T_{\text {early }}^{\text {thin }}\right), d_{L}=322.9 \mathrm{~km}\left(T_{\text {early }}^{\text {thick }}\right), d_{L}=$ $64.3 \mathrm{~km}\left(T_{\text {late }}^{\text {thin }}\right)$ and $d_{L}=142.6 \mathrm{~km}\left(T_{\text {late }}^{\text {thick }}\right)$. Note that in the following we refer to this parameter as lithosphere thickness for simplicity; however, strictly speaking it does not mark a rheological but a thermal boundary. For a list of parameters that have been used to generate the thermal models, we refer the reader to the study of Plesa et al., (2016). For the case employing an average crustal thickness of 45 km ( $T^{\text {thin }}$ cases) the pressure-dependence of the viscosity is higher than for the $T^{\text {thick }}$ scenarios (average crustal thickness of 87 km ), leading to a less efficient heat transport in the former compared to the later cases. In addition, for the thin crust scenario, more heat producing elements are located in the mantle compared to the thick crust scenario. This leads to a higher temperature in the sublithospheric mantle for the $T_{\text {late }}^{\text {thin }}$ case compared to the $T_{\text {late }}^{\text {thick }}$ case (cf. Fig. 2 a and 2 b ). The chosen range of initial thermal conditions of Mars allows us to estimate melt production over a wide range of possible Mars scenarios including the early thermal evolution history of Mars. We also note that hydrostatic equilibrium in the setup is achieved by iteratively adjusting density, pressures, and gravity according to the thermal profiles. After calculating the planet's gravity profile in the beginning of a simulation, it is assumed to be constant.


Figure 2: Thermal profiles for an early and late Mars (Plesa et al. 2016). Different cases with varying crustal thickness and thermal profiles are shown (see text). The crust mantle interface is marked by a grey line and the apical thermal boundary layers (bottom of the lithosphere) dL are illustrated by dashed lines. a) and b) indicate thin and thick crust cases, respectively.

## 3 Results:

### 3.1 Melting of preheated and compressed material:

Impact-melt generation is often estimated by scaling laws that relate melt volume with the so-called melt number ( $U^{2} / E_{M}$ ) (e.g., Pierazzo et al. 1997, Barr and Citron 2011, Quintana et al. 2015, Bjorkman and Holsapple 1987), where $U$ is the impact velocity and $E_{M}$ the specific melt energy of the Rankine-Hugoniot or shock state from which isentropic release ends at the 1 atm on the liquidus. $E_{M}$ is directly proportional to a critical shock pressure for melting $P_{M}$ or entropy $S_{M}$ (see section 2). As discussed above this approach does not account for the fact that lower shock pressures are required to melt relatively warm and compressed material. In addition, decompression melting may significantly contribute to the melt production. In our approach, the critical shock pressure $P_{M}$ is a function of the final pressure $P_{\text {final }}$ and depth and depends on the assumed thermal profile and crustal thickness. Figure 3 indicates how the thermal profiles affect the material's tendency to shock and decompression melting with varying depth. In particular, the figure shows how the critical shock pressure for $1 \%$ melt fraction ( $P_{1 \%}$ for $m_{f}=0.01$ ) and complete melting ( $P_{M}$ for $m_{f}=1.0$ ), changes after releasing to the initial overburden pressure $P_{0}$ (black solid and dashed line, respectively). To address decompression melting, the green line in Fig. 3 indicates how much structural uplift $\Delta z_{u p}$ of material initially located at a certain depth is required to enable incipient decompression melting. The green area indicates possible decompression melting to a higher degree until the maximum possible uplift distance is reached, which is limited by the uplift to the surface $\Delta z_{u p}=-z_{0}$. For all cases
shock melting occurs close to the surface at a shock pressure of $P_{1 \%} \square 50$ and $P_{M} \square 65 \mathrm{GPa}$, for the basaltic crust which is in agreement with experimental data (e.g., Stöffler et al. 2018). However, with increasing depth the critical shock pressures $P_{M}$ and $P_{1 \%}$ for the different thermal profiles and crustal thicknesses differ significantly. For instance, for an early Mars with a crustal thickness of 45 km ( $T_{\text {early }}^{\text {thin }}$, Fig. 3a), the shock pressures decrease with depth to 19.8 and 25.8 GPa for $P_{1 \%}$ and $P_{M}$, respectively, at the crust-mantle boundary. Due to the different material in the mantle there is a sharp increase in $P_{1 \%}$ and $P_{M}$ to 51.2 and 109.3 GPa , respectively. In the upper $\sim 20 \mathrm{~km}$ of the mantle $P_{1 \%}$ decreases until the depth of the lithosphere (dashed horizontal line) is reached, followed by a depth range of about 200 km where $P_{M}$ is almost constant, before it increases again. $P_{M}$ is almost constant in the upper few hundred kilometers and decreases slightly with increasing depth. Comparing the different thermal states shows that the variations of $P_{M}$ and $P_{1 \%}$ with depth depends on the geothermal profile. In a depth range from the bottom of the lithosphere $\mathrm{d}_{\mathrm{L}}$ (dashed horizontal lines) and further down, where the thermal profile approaches the solidus, the critical pressure for melting is reduced. In turn, where the initial temperature at a certain depth is much lower than the solidus $T_{s}$, high shock pressures $P_{\text {peak }}$ are required for melting. The red and yellow area indicates critical shock pressures that result in partial melting above $m_{f}>0.01$ and complete melting ( $m_{f}=1$., super heated material) respectively. A similar behavior can be observed for the distance $\Delta z_{u p-M}\left(m_{f}>0\right)$ to which unshocked material needs to be uplifted for incipient decompression melting. This critical uplift distance (green line), however, is limited by the maximum possible uplift to the surface $\Delta z_{u p-m a x}$ $=z_{0}$ (indicated by the green dotted line), which is equivalent to complete unloading from the initial lithostatic overburden pressure to atmospheric pressure. The shallowest or minimal depth from which the material experiences pure decompression melting when uplifted to the surface is at $z_{\text {min }}=50-240 \mathrm{~km}$ (Fig.3). It varies due to target structure and geothermal profile. The variations of the melt pressures $P_{M}$ and uplift distances $\Delta Z_{u p-M}$ with depth between the different thermal states shown in Fig. 3 indicate that strong differences in shock and decompression melting can be expected for the early and late Mars cases ( $\sim 4.5 \mathrm{vs} 3.5 \mathrm{Ga}$ ).

Figure 3: Depth-profiles of critical peak shock pressures $P_{1 \%}\left(m_{f}=0.01\right)$ and $P_{M}$ (complete melting, $m_{f}=1$ ) are illustrated with a solid and dashed black line, respectively. The plots are

for an early ( $\mathrm{a}, \mathrm{c}$ ) and late (b,d) Mars with a thin ( $\mathrm{a}, \mathrm{b}$ ) and thick ( $\mathrm{c}, \mathrm{d}$ ) crust. The red and yellow area indicates critical shock pressures that result in partial melting above $m_{f}>0.01$ and complete melting, respectively. For the shock heated material ( $P_{1 \%}$ and $P_{M}$ ) we assume that the material is unloaded to the initial lithostatic pressure. Red and blue horizontal dashed lines indicate the lithosphere thickness $d_{L}$. Furthermore, uplift distances $\Delta z_{u p-m}$ that are required for incipient decompression melting ( $m_{f}>0$ ) for unshocked material are illustrated by a green line. The green area indicates possible decompression melting to a higher degree up to the maximal possible uplift distance $\Delta z_{u p-m a x}=z_{0}$ (green dashed line).

### 3.2 Comparison with scaling laws:

In a first step, we compare the result of our modeling study with melt volumes calculated according to the parameterization in Abramov et al. (2012) for basalt and Pierazzo et al. (1997) for dunite:

$$
\begin{equation*}
\log (M v)=a+3 / 2 \mu \log \left(U^{2} / E_{M}\right) \tag{Eq.1}
\end{equation*}
$$

$M_{V}$ describes the melt efficiency, which is defined by the melt volume $V_{M}$ normalized by the projectile volume $V_{\text {proj }}\left(M_{V}=V_{M} / V_{\text {proj }}\right)$. The scaling parameters $a=-0.8$ and $\mu=0.701$ are stated in Pierazzo et al. (1997). The specific melt energy $E_{M}$ is adjusted to ensure that the isentropic release for the shock state ends at the 1 atm point on the liquidus (or solidus for $E_{S}$ ) for the given equation of state and melt temperatures $T_{L}$ (and $T_{S}$, cf. A1). Note that in these scaling laws the specific melt energy $E_{M}$ is assumed to be constant. Accordingly, the melt efficiency is a constant value that depends only on the impact velocity and the lithology of the target. Figure 4 shows the melt efficiency $M_{v}$ as a function of impactor diameter $L$, for an impact velocity of $U=15 \mathrm{~km} / \mathrm{s}$. According to the scaling law (Eq. 1) the melt efficiency for basalt is larger than for dunite (c.f. Tab. 1). First we carried out simulations to determine melt efficiency for the same conditions assumed in scaling laws, where temperature $\mathrm{T}_{0}$, pressure $\mathrm{P}_{0}$, and thus, $E_{M}$ are constant and depth independent. We mimic such conditions by assuming zero gravity in our models and set the initial target and projectile temperature to $\mathrm{T}_{0}=297 \mathrm{~K}$. If we neglect strength
and assume hydrodynamic behavior of the target material, our simulations (Fig. 4; red triangles and blue upside-down triangles for basalt and dunite, respectively) agree very well with the calculated melt efficiencies from scaling laws and are within $7.4 \%$ and $18 \%$ for basalt and dunite respectively. The small shift can be explained by adjusting the melt energy $E_{M}$, differences in the codes or numerical resolution compared to Pierazzo et al. (1997) and Barr and Citron (2011) for dunite (black dotted line). Similar conclusions hold true for models in this study and the calculated melt efficiency using parameters stated by Abramov et al. (2012) for basalt (black dashed-dotted line for small scale impactors). If considering strength (cf. A1), the melt production slightly decreases (triangles on dotted lines, Fig. 4) by $13.3 \%$ and $51.2 \%$ for basalt and dunite, respectively. This reduction can be explained by a faster shock wave decay due to material strength (Bierhaus et al., 2013). We also note that the effect of material strength is reduced when assuming larger impactors $L>=10 \mathrm{~km}$, where the material strength becomes negligible at a certain depth due to thermal softening as a consequence of the hot planet interior. Next, we account for a layered structure of the target composed of a basaltic crust and dunitic mantle. As before, we assume two different martian crustal thicknesses, 45 and 87 km . For small impactor diameters the simulated melt ratios follow the line for pure basalt targets as melt is only generated in the crust (green diamonds). For impactor diameters $L>10$ and $L>30$ km , for case $T^{\text {thin }}$ and $T^{\text {thick }}$, respectively, the melt efficiency decreases, and approaches the line for pure dunite for $L>100$ and $L>300 \mathrm{~km}$, respectively. The larger the impactor the more melt is generated in the mantle until the total melt volume is dominated by mantle melting. In the following, we use these simplified scenarios as reference cases representing scaling law predictions for a layered target.


Figure 4.: Melt efficiency $M_{V}=V_{M} / V_{\text {proj }}$ as a function of impactor size at an impact velocity of 15 $\mathrm{km} / \mathrm{s}$. The black dash-dotted line illustrates melt efficiency derived by scaling-laws for crust material (Abramov et al. 2012). The black dotted line illustrates scaling laws for mantle material applicable for small scale impactors ( $\mathrm{L} \square 10 \mathrm{~km}$, Pierazzo et al. 1997) under "normal" conditions and the dashed line for large-scale impactors (L $\square 300 \mathrm{~km}$, Marinova et al. 2011) derived by simulations with preheated and pressurized rocks. Triangles represent results from simulations for purely basaltic (up) and dunitic (down) targets with (on dotted line) and without (on solid line) considering material strength. Green lines (diamonds) represent the two layered cases with different crustal thicknesses ( 45 and 87 km , respectively) and are considered as reference cases.

### 3.3 Total melt production by impacts in Martian history:

Our results for melt efficiency $M_{V}=V_{M} / V_{\text {proj }}$ are shown in Fig. 5 as a function of impactor size for the four different thermal profiles and $15 \mathrm{~km} / \mathrm{s}$. In our simulations, we took into account
melt production by shock heating and decompression as a consequence of structural uplift. The red line indicates melt production on an early Mars ( $T_{\text {early }}$ ) and the blue line after 1 Gyr of cooling history ( $T_{\text {late }}$ ) for a thinner (Fig. 5a) and thicker (Fig. 5b) crust. The green line represents the reference case (see previous section), where the effects by an increasing temperature in the subsurface and decompression are neglected.

The dashed vertical line indicates the impactor size $L$ for which most of the impact energy is deposited at the base of the lithosphere. This depth approximately corresponds to the socalled equivalent depth of burst $d_{B}$, which can be estimated by the diameter of the impactor if the density ratio of impactor and target is close to one $\left(d_{B}=L\left(\rho_{\text {proj }} / \rho_{\text {target }}\right)^{0.5}\right.$; Melosh 1989, chapter 7.3).


Figure 5.: Melt efficiency $M_{V}\left(M_{V}=V_{M} / V_{\text {proj }}\right)$ as a function of impactor size for an early (red, $\sim 4.5 \mathrm{Ga}$ ) and late (blue, $\sim 3.5 \mathrm{Ga}$ ) Mars for different crustal thicknesses $T^{\text {thin }}(\mathrm{a})$ and $T^{\text {thick }}$ (b) at $15 \mathrm{~km} / \mathrm{s}$. Scaling-laws for crust material (black dash-dotted line, Abramov et al., 2012), mantle material (black dotted line; L $\square 10 \mathrm{~km}$ : Pierazzo et al., 1997, black dashed line L $\square 300 \mathrm{~km}$ : Marinova et al., 2011, c.f. Fig 4.) and the reference case (green) are plotted for comparison. Colored areas indicate the fraction of decompression melting of the total melt. The vertical dashed lines indicate at which impactor size $L$ the most energy is deposited at the base of the lithosphere $d_{B}=d_{L}$ for each thermal profile (red $=$ early, blue $=$ late).

For small impactor diameters, $L<10 \mathrm{~km}$, melt efficiencies $M_{v}$ are very similar for all cases and close to the reference case (deviations are due to material strength, see previous section). Melt is primarily generated in the basaltic crust. With increasing impactor diameter $L$, the melt efficiency $M_{v}$ increases with a maximum at $L=100 \mathrm{~km}$ and $L=30 \mathrm{~km}$ for an early Mars (red line) for a thin (Fig. 5a) and thick (Fig. 5b) crust, respectively. The increase in melt efficiency
$M_{V}$ corresponds to the increased equivalent depth of burst $d_{B}$ which approaches the base of the lithosphere $d_{L}$. Close to $d_{L}$ shock melting is most effective due to the relatively low melt pressures $P_{M}$. However, melt pressures are not necessarily the lowest at the depth of the lithosphere $d_{L}$ since they are further affected by material specific melt temperatures (cf. Figs. 3 and 8). Thus, the maximum of melt efficiency $M_{v}$ may not occur exactly where the equivalent depth of burst is equal to the depth of lithosphere $d_{B}=d_{L}$ (Fig. 5b). Also decompression melting can significantly affect melt efficiency with increasing $d_{B}$. In the extreme case, the melt volume is almost an order of magnitude larger than suggested by scaling laws and the reference case. The increase is less pronounced for the colder target conditions (blue line, $T_{\text {late }}$ ) and occurs at larger impactor diameters ( $\mathrm{L}=300,30 \mathrm{~km}$ for thin and thick crust, respectively). For very large impactors ( $L>100 \mathrm{~km}$ ) the melt efficiency decreases; except for the cold scenario with a thin crust (blue line, Fig. 5a), where the maximum in melt production occurs at larger impactor diameters $(\mathrm{L}=300 \mathrm{~km})$ and remains then almost constant. This is due to the the fact that the deep mantle is relatively hot in this target scenario (cf. Fig 2a). For very large impactors ( $\mathrm{L}>$ $\sim 500 \mathrm{~km}$ ), we compare our results with a scaling-law derived by SPH simulations (Marinova et al., 2011) that account for pressure dependent melt energy $E_{M}$ and a hot planet interior. The scaling-law is valid for head-on collisions ( $\alpha_{i m p}=90^{\circ}$ ) and assumes velocity dependent melt efficiency of $M_{v}=0.075 U^{1.84}$ (black dashed line for large scale impactors). We note that the SPH simulations are based on a Tillotson equation of state for olivine. However, despite this difference, we find that the melt production is in agreement with the scaled results from Marinova et al. (2011) for large scale impacts.

### 3.4 Decompression vs. shock melting:

It is expected that decompression melting contributes significantly to the total melt volume in large impacts, as more material from greater depth is stratigraphically uplifted with increasing impactor size. We find that decompression melting has a significant effect on melt production for specific combinations of impactor sizes and geotherms. In Fig. 5 the shaded areas illustrate the portion of decompression melting on the total melt production for the early and late Mars cases. With larger impactor size, deeper seated material can be stratigraphically uplifted until the shallowest (minimum) depth $z_{u p-m i n}$ is reached, where incipient decompression melting is possible if the material is fully uplifted to the surface (c.f. Fig. 3). We approximate the distance to which material is possibly uplifted within the crater by the depth of transient crater $d_{t c}$. The smallest impactor diameter $L_{D}$ where decompression melting is possible is approximated if the transient crater depth $d_{t c}$ is equal to the shallowest possible decompression melting depth $z_{\text {up-min }}$ and calculated at $L_{D}=14.8 \mathrm{~km}\left(T_{\text {early }}^{\text {thin }}\right), L_{D}=93.8 \mathrm{~km}\left(T_{\text {late }}^{\text {thin }}\right), L_{D}=25.4 \mathrm{~km}$ $\left(T_{\text {early }}^{\text {thick }}\right)$ and $L_{D}=67.6 \mathrm{~km}\left(T_{\text {late }}^{\text {thick }}\right)$, respectively. These estimated diameters are in agreement with the occurrence of decompression melting for the different geotherm (c.f. Fig. 5). In comparison, Ivanov and Melosh (2003) found that, on Earth, a 20 km -diameter impactor with a velocity of $15 \mathrm{~km} / \mathrm{s}$ is not sufficient to cause decompression melting $L_{D}>20 \mathrm{~km}$. Furthermore, they found that material needs to be uplifted from 54 and 125 km depth for a hot and a cold geotherm, respectively, in order to cause decompression melting. In agreement with this work, we find that for impacts at $15 \mathrm{~km} / \mathrm{s}$ decompression melting requires a similar minimum depth Zup-min of at least $50\left(T_{\text {early }}^{\text {thin }}\right)$ to $240\left(T_{\text {early }}^{\text {thick }}\right) \mathrm{km}$, roughly corresponding to the thickness of the lithosphere (c.f. Fig. 3). These results indicate that in addition to possible material uplift (controlled mainly by impactor diameter and impact velocity), the depth of the lithosphere $d_{L}$ (controlled by the geotherm) has an important effect on decompression melting. In this study decompression melting is most pronounced for a late Mars $T_{\text {late }}^{\text {thin }}$ where it can be as high as $40 \%$ of the total melt volume (c.f. Fig. 5a). This might seem surprising since the geotherms for
early Mars $T_{\text {early }}$ appear to show lower uplift distances $\Delta z$ and minimal decompression melting depth $\mathrm{z}_{\text {up-min }}$. However, melting is mainly a combination of decompression and shock melting and in areas of very low uplift distances $\Delta z$, also the melt pressures $P_{M}$ are low (c.f. fig. 3a, c). In these areas, melting is mostly due to shock heating. Furthermore, we find that decompression melting is most dominant when deep seated, moderately warm material is uplifted since the uplifted material is compressed adiabatically while the melt entropy $S_{M}(z)$ changes with depth. Thus, when uplifted from greater depth the material is likely to melt to a higher degree than from shallow depth. Compared to the other geotherms, $T_{\text {late }}^{\text {thin }}$ has a relatively hot deeper mantle which results in significant decompression melting (e.g., $T_{\text {late }}^{\text {thick }}$ it is at most 20\%).

As an example, Fig. 6 shows the effect of decompression melting for late Mars with thin crust $T_{\text {late }}^{\text {thin }}$ and impactor diameters $L=600 \mathrm{~km}$ (Fig. 6a) and $L=100 \mathrm{~km}$ (Fig. 6b). For both scenarios, the final melt distribution (right-hand side) and the initial material distribution (lefthand side) is plotted. In the upper two panels ( $\mathrm{a}, \mathrm{b}$ ), colored material indicates molten materials, from shock melting (red) to decompression melting (green). The bottom panels (c,d) indicate the melt fraction of the material. As pointed out before, impactors with $L=100 \mathrm{~km}$ are barely large enough to produce pure decompression melting on a late Mars. Although small fractions of melt produced by a combination of shock heating and decompression are present, the contribution of decompression melting to the total amount of melt is negligible (d). For a larger impactor $L=600 \mathrm{~km}$, decompression melting has a significant effect on melt production (a,c).


100 km (b) impact event for a late Mars-like planet $T_{\text {late }}^{\text {thin }}$. The melt fraction corresponding to panels (a) and (b) is shown in panels (c) and (d), respectively. For each case, the final distribution of melt is illustrated on the right-hand side of the panel and on the left-hand side the initial position of material and thus the provenance of melt is displayed. In panels (a) and (b) the colors indicate whether decompression (green) or shock (red) melting dominates, while in panels (c) and (d) red illustrates incipient and yellow complete melting. Different shades of greys represent solid material.

### 3.5 The effect of velocity:

Impact velocity has an important effect on target melting. Figure 7 illustrates the normalized melt production for different impactor diameters $L$ and velocities for early and late Mars with a thin (a) and thick (b) crust. As expected, the higher the impact velocity the more melt is produced. This effect is in agreement with scaling laws for small scale impacts that only penetrate into crustal material (Abramov et al. 2012) and on planetary scale collisions where mostly deep seated, hot mantle material is involved (Marinova et al. 2011). The shape of the melt production curve is roughly independent of impactor size. Impact velocity causes a vertical shift of the curves and for higher velocities the peak in melt production is more pronounced, although the ratio between maximum and minimum remains approximately constant. Note that the range of impact velocity relevant for Mars' first billion years of evolution is from about 10 to $15 \mathrm{~km} / \mathrm{s}$ (Raymond et al 2013).


Figure 7: Melt efficiency ( $M_{V}=V_{\text {mett }}\left(V_{\text {proj }}\right)$ as a function of impactor size for different impact velocities ( $10 \mathrm{~km} / \mathrm{s}$ : downward triangles; $15 \mathrm{~km} / \mathrm{s}$ : diamonds, $20 \mathrm{~km} / \mathrm{s}$ upward triangles) for early (red) and late (blue) Mars with a thin (a) and thick (b) crust. Scaling laws are illustrated for crust material under "normal" conditions applicable for small scale impacts L $\square 10 \mathrm{~km}$ (dash-dotted line, Abramov et al. 2012) and mantle material under pressurized and preheated conditions applicable for large scale impacts L $\square 300 \mathrm{~km}$ (dashed line, Marinova et al. 2011).

### 3.6 Provenance and distribution of melt:

Finally, we investigate the final distribution of melt, its provenance, and the morphology of the transient and final craters. Figure 8 shows results for impactor diameters $L=30-300 \mathrm{~km}$ (I-IV) and an impact velocity of $15 \mathrm{~km} / \mathrm{s}$ for all geothermal profiles (a-d). All frames show the degree of partial melting (yellow indicates complete melting, red the onset of melting). The final distribution of melt is illustrated on the right-hand side and the panel on the left-hand side depicts the initial position of material. The latter illustrates the provenance of melting.

In the provenance-plot (left-hand panel) the almost spherical yellow region (complete melting) corresponds to the so-called isobaric core (e.g., Pierazzo et al., 1997), where shock pressure is almost constant and small attenuation occurs mostly due to geometric spreading. Its center is located in the equivalent depth of burst $d_{B}$. The extent of the complete melting area relative to the size of the impactor decreases with impactor size (compare top frame with bottom frame). The spherical geometry is distorted at the crust-mantle boundary due to the strong contrast in critical shock pressure for melting between crustal and mantle material. Beyond the isobaric core for a late Mars and impactor diameters $L<100 \mathrm{~km}(\mathrm{~b}, \mathrm{~d}, \mathrm{I}-\mathrm{II})$ the fraction of melting decreases rapidly due to the fast decay of the shock wave from the critical pressure for complete melting $P_{M}$ to the critical shock pressure for the onset of melting $P_{s}$. In these cases, decompression melting does not contribute to the total melt volume significantly (see Fig. 5). In all other cases decompression melting in addition to shock melting is not negligible and the zone, where partial melting occurs, reaches a much larger depth and lateral extent. This is most
pronounced for an early Mars (first and third column).
Note, due to the usage of tracers, numerical diffusion, which tends to be problematic when tracking melt during the entire course of crater formation, is negligible and not an issue in our models. We stress that in all cases almost the entire completely molten and superheated material ends up near the surface forming a large melt pool. The zone of partial melting is less affected by the late-stage crater formation processes. It has been shown that large amounts of partial, deep-seated, melt can become buoyant and rise to the surface over time scales longer than covered by the impact simulations (e.g., Roberts and Arkani-Hamed, 2014; O'Neill et al. 2017; Ruedas and Breuer 2017, Padovan et al., 2017). Upon rising the percentage of partial melting would increase due to further decompression. However, quantification of this process is beyond the scope of this study. The final distribution of melt as shown in our simulations raises the question to what extent the final crater structures are flooded by uplifted melt. We note that our models do not aim at an accurate reproduction of crater morphology due to our limited resolution ( $\Delta r=\Delta z=0.01 \mathrm{~L}$ ). This resolution is too coarse to unambiguously determine the thickness of melt layers and, thus, whether flooding of a given crater occurs. We also note that acoustic fluidization (e.g., Melosh 1979, Melosh \& Ivanov, 1999) was neglected in our simulations, which results in unrealistic deep final crater structures for small impactors (roughly $L=<10 \mathrm{~km}$ ). For very large impactors acoustic fluidization is less important and material strength is dominated by thermal weakening (as discussed previously in section 3.2).


Figure 8: Provenance and final location of melt for different impactor sizes ( $L=30-300 \mathrm{~km}$, I-IV) for all geothermal profiles (a-d). The left panel shows the material provenance, and the right panel the final distribution of melt. The colors indicate the degree of melting where yellow represents complete and dark red incipient melting. Dashed lines indicate the measured transient crater (blue) and a paraboloid fit (black) to account for near rim inaccuracies (see section 2.4). Shades of grey indicate solid material, where lighter grey represents crustal and the darker grey mantle.

To estimate whether craters under certain circumstances may be entirely filled by melt one can compare the resulting melt volume $V_{M}$ with the volume of the transient crater $V_{t c}$, where the latter is known to be larger than the final crater volume $V$. In this case, we normalize $V_{m}$ and $V_{\text {tc }}$ by the projectile volume $V_{\text {proj }}$ which results in the efficiency $M_{V}=V_{M} / V_{\text {proj }}$ and the cratering efficiency $\pi v=V_{\text {tc }} / V_{\text {proj }}$ (for $\square_{\text {target }}=\square$ proj). According to scaling laws at constant velocity $U$ and gravity, the cratering efficiency $\pi_{v}$ is a power-law of the impactor size $L$ (e.g., Holsapple 1993, Elberhausen 2009), while the melt efficiency $M_{v}$ is a constant (see section 3.2). Based on such scaling laws previous studies predict that the melt volume exceeds the volume of the transient crater volume for an impact velocity of $20-25 \mathrm{~km} / \mathrm{s}$ and a transient crater diameter of 300-400 km for the Earth and 1800 km for the Moon (e.g., Tonks and Melosh, 1993, Grieve and Cintala, 1997). Our models allow for more accurate estimates as we also account for decompression melting and the thermal profile as a function of time.


Figure 9.: Melt efficiency ( $M_{v}$ ) compared to cratering efficiency $(\square v)$ as a function of impactor diameter L for all thermal profiles (a-d) at $15 \mathrm{~km} / \mathrm{s}$. Power-laws for crater efficiency according to Elbeshausen et al. (2009) (dashed line) and Schmidt an Housen (1987) (dotted) line are compared with crater efficiency determined in models of this study (diamonds). The white line indicates the total volume of molten material normalized by the impactor volume (e.g., Fig. 5.). The colored areas indicate the volume of the region where partial melting occurs. The envelope of different colors corresponds to the volume of material where the partial melt content is at least $>0 \%$ (dark red) up to $100 \%$ (yellow). The vertical dashed lines indicate where the equivalent depth of burst is equal to the depth of the lithosphere $d_{B}=d_{L}$.

Figure 9 shows cratering efficiency $\pi_{v}$ and melt efficiency $M_{v}$ as a function of impactor size. For comparison, we also show the power-laws for crater efficiency $\pi v$ according to Elbeshausen et al. (2009, dashed line) and Schmidt an Housen (1987, dotted line). Figure 9 shows that the measured transient crater volumes (black diamonds) are in good agreement with the scaling law after Schmidt and Housen (1987) for small impactors and approach the scaling law after Elbeshausen et al. (2009) for impactor sizes, where the equivalent depth of burst $d_{B}$ exceeds the depth of the lithosphere $d_{L}(L=30-300 \mathrm{~km})$. For the early Mars $T_{\text {early }}(\mathrm{a}, \mathrm{b})$ and impactors larger than $L=10 \mathrm{~km}$ the melt efficiency $M_{v}$ (white line) exceeds the scaled crater efficiency $\square v$ according to Schmidt and Housen (1987, dotted line). Broadly speaking, in this scenario the impact-induced melt volume exceeds the volume of the transient cavity according to the scaling law. For a late Mars, this happens for impact diameters larger than $L$ $=100 \mathrm{~km}$ and $\mathrm{L}=30 \mathrm{~km}$ for $T_{\text {late }}^{\text {thin }}$ (Fig. 9c) and $T_{\text {late }}^{\text {thick }}$ (Fig. 9d), respectively. Contrarily, the curve of the melt efficiency (white line) approaches but does not intersect the crater efficiency
curve according to our simulations and the scaling law after Elbeshausen et al. (2009) except for very large collisions $\mathrm{L}=1000 \mathrm{~km}$ for $T_{\text {late }}^{\text {thin }}$ (Fig. 9c). However, melt efficiency may underestimate the final melt volume as the long-term rise of partially molten material experiences further decompression resulting in an increase of melt. To better estimate the melt production, we illustrate the volume of the region that contains partial or fully molten material. The envelope of different colors corresponds to the volume of material where the partial melt content is at least $>1 \%$ (dark red) up to $100 \%$ (yellow). The volume of the entire melt region ( $>1 \%$ partial melting, upper boundary of the colored area) exceeds or is similar to the transient crater volume for impactor diameters larger than $L=10 \mathrm{~km}$ on early Mars (Fig. 9a,b). On late Mars, the volume of the melt region exceeds the transient crater volume only in $T_{\text {late }}^{\text {thin }}$ (Fig. 9c) for impactor diameters larger than $L=300 \mathrm{~km}$.

On the one hand, we consider the comparison with transient crater sizes as an upper estimate. Usually, the volume of the final crater tends to be smaller than the transient crater, especially for large craters. On the other hand, we do not account for the amount of ejected melt and we also do not distinguish between superheated melt and vapor. Overall, we interpret our results as such that complete filling of the crater structure by melt may occur at impactors larger or equal than 30 km on early Mars ( $\left.T_{\text {early }}^{\text {thick }}\right)$. In some extreme cases, craters and the surroundings may be flooded by impact melt resulting in the formation of igneous provinces rather than typical basin structures. We note that our estimates suffer from the limited resolution of the overflowing melt layer (e.g. Fig 8). The comparison of melt volume with the transient crater, instead of the final crater (e.g. Fig 9) may be considered only as a preliminary approximation. In addition, for a more accurate assessment, the post impact thermodynamic evolution of melt needs to be considered, which is beyond the scope of this study.

## 4 Discussion:

With this study, we quantify the effect of the early thermal state of Mars on impactinduced melt production. For the first time we consider in a systematic study the contribution of decompression melting to the total generated melt volume by impact. Our results show that classical scaling laws do not provide reasonable estimates for the total melt volume on an early and thus hot Mars (4.5-3.5 Ga) for impactors larger than about 10 km in diameter. This is mainly due to the fact that geothermal gradients significantly reduce melt pressures, while decompression melting can significantly contribute to final melt production. Both aspects are usually neglected in scaling laws but should be taken into account when large impacts penetrate into warm mantle material. We find that the maximum in melt efficiency occurs when the equivalent depth of burst $d_{B}$ (the depth where most of the impactors energy is deposited) exceeds or is similar to the lithosphere thickness. Broadly speaking, material at this depth requires the lowest energy input to experience melting mainly due to the shock but with increasing depth also as a consequence of lithostatic uplift. For impacts on planetary scale ( $L>\sim 400 \mathrm{~km}$ ) our results agree with previous work that accounts for the hot initial conditions and pressure dependent melting (Marinova et al. 2011).

The presented data only applies to vertical collisions. While other parameters like the cratering efficiency $\pi v$ are often approximated by using the vertical component of the impact velocity $U_{\perp}$ to bypass issues with the impact obliquity, this approach is not applicable for estimating the efficiency $M_{v}$ (or melt volume). Pierazzo and Melosh (2000) show that the impact melt decreases by $20 \%$ for impact angles between $90^{\circ}$ and $45^{\circ}$ (where $90^{\circ}$ is head-on) considering an infinite half-space as a target. For large impacts on planetary scale this relationship may change since parts of the projectile may miss the target and thus can not transfer their kinetic energy into thermal energy of the planet. For Mars, this issue was
addressed by Marinova et al. (2011) where the authors found that melt volumes are reduced for impact angles between $90^{\circ}$ to $45^{\circ}$ by $13 \%$ and $33 \%$ for impactor diameters $L=280$ and 640 km, respectively (for $15 \mathrm{~km} / \mathrm{s}$, see Fig. 12; Marinova et al., 2011). For impactors larger than L $=1000 \mathrm{~km}$ melt efficiency is reduced by at least $43 \%$. Accordingly, our results may overestimate melt production by $\sim 20 \%$ assuming the most likely impact angle of $45^{\circ}$ considering intermediate impactor diameters ( $10 \mathrm{~km}<\mathrm{L}<400 \mathrm{~km}$ ). In addition, the maximum of the melt efficiency $M_{v}$ may be also shifted towards slightly larger impactors for oblique impacts and the effectiveness of decompression melting may be decreased. This is because the equivalent depth of burst $\left(d_{B}\right)$ decreases with impact angle. Thus, larger impactors are needed to reach the depth of the lithosphere where shock melting is most efficient.

In previous studies, the formation of the Martian hemispheric dichotomy was proposed to be the result of a giant impact (e.g. Wilhelms and Squyres 1984, Nimmo et al. 2008, Marinova et al. 2008, 2011). To model the Martian lowlands, Nimmo et al. (2008) use a similar numerical approach to this study ( $\alpha_{\text {imp }}=90^{\circ}, U=14 \mathrm{~km} / \mathrm{s}, L=640 \mathrm{~km}$ ) and find a melt efficiency of $M_{v}=$ 4.37, which is comparable to our reference model. However, we consider the estimate of our reference model to be inaccurate as the initial temperature of the target is not taken into consideration. Our models with more realistic thermal profiles ( $U=15 \mathrm{~km} / \mathrm{s}, L=600 \mathrm{~km}$, cf. Fig 5 and 6) produce 2-3 times more melt relative to the scenario discussed by Nimmo et al. (2008). Depending on the geotherm, this corresponds to melt volumes of $21-51 \%$ of the transient crater volume, however in most of the scenarios the volume that contains melt exceeds the transient crater diameter (c.f. Fig. 9 and $6, L=600$ ). This suggests that in most of the scenarios the Borealis basin would be flooded with melt in particular if we assume that partial melt becomes buoyant (see discussion in section 3.6). The deviations to Nimmo et al. (2008) can be explained by a rather cold isothermal profile compared to the presented profiles here. Another reason for the deviations in melt volume may be related to the Tillotson equations of state that has been used by Nimmo et al. (2008) which we consider to be less accurate than the ANEOS employed in this study. A more detailed assessment of the Borealis impact is beyond the scope of our study; our maximum impact size is 1000 km and we do not account for the impact angle. To account for the elliptical appearance of the Northern Lowlands previous studies investigated oblique impact scenarios and a wider range of impactor parameters (e.g. Marinova et al. 2008, 2011). However, also scenarios suggesting mantle convection or overturn (e.g. Zhong, S. \& Zuber 2001, Elkins-Tanton et al. 2005) or combination of the latter and a giant impact event (e.g. Gobalek et al. 2011) appear to be possible.

In our study we do not distinguish between impact-induced melting and vaporization, meaning that the stated melt volumes include the volume of vapor if any vapor is generated. Furthermore, all stated melt volumes are calculated by summing up by the initial pre-impact volume of the post-impact molten material. For impacts on Earth with an average impact velocity of about $20 \mathrm{~km} / \mathrm{s}$ it is generally assumed that approximately the impactor and an equivalent volume of the target are vaporized (Gault et al. 1972). In terms of melt efficiency this would lower our results by a factor of two, which roughly corresponds to $2.5-10 \%$ vapor production depending on the melt efficiency $M_{v}$ for $20 \mathrm{~km} / \mathrm{s}$ impacts on Mars (c.f. Fig. 7). A similar observation can be found in Svetsov and Shuvalov (2016) where roughly $10 \%$ of the molten material is vaporized. For lower impact velocities the volume of vapor significantly decreases and is generally negligible for the given range of impact velocities used here (e.g. O'Keefe and Ahrens 1977, Svetsov and Shuvalov 2016).

Furthermore, our models do not consider the distribution of melt that is ejected upon
crater excavation and thus ejected melt is not excluded from the computed melt volume. Cintala and Grieve (1998) shows by analytical considerations for the Moon that the amount of melt that remains inside the crater depends on the size of an impact event. They estimate that for an impact velocity of $15 \mathrm{~km} / \mathrm{s}$ in case of small impacts ( 1 km transient crater diameter) most of the melt is ejected and only $30 \%$ remain inside the crater. In turn, in case of a large basin ( 400 km transient crater diameter) the vast majority of melt is not ejected and forms a large melt pool inside the crater. Similar figures are used by Liu et al. (2019) for Imbrium-size basins. They also estimate that $>85 \%$ of the ejected melt is deposited within 5 transient crater radii, where it may get incorporated into the melt pool during crater modification. Only a very small amount of melt is ejected at velocities larger than the escape velocity. Overall, we estimate the amount of melt in the distal ejecta deposits and the escape melt volume to be small relative to the melt that remains inside the crater for the size range of impactors that has been chosen in this study.

As stated above heating and melting in the impact process is assumed to be dominated by shock compression. However, this assumption has recently been challenged by Kurosawa \& Genda (2018). They show that for low-velocity impacts the contribution from plastic work is significant (see also Emsenhuber et al., 2018). Melosh \& Ivanov (2018) emphasize the importance of this heat source for impact velocities below $15 \mathrm{~km} / \mathrm{s}$. Quintana et al. (2015) suggest a somewhat lower velocity threshold of $10 \mathrm{~km} / \mathrm{s}$. As we do not account for heating due to plastic work our results tend to underestimate the melt volume. However, for $20 \mathrm{~km} / \mathrm{s}$ impact the heat contribution from plastic work is negligible (Kurosawa and Genda, 2018; Melosh and Ivanov, 2018). For lower velocity impacts at $15 \mathrm{~km} / \mathrm{s}$ and $10 \mathrm{~km} / \mathrm{s}$ we estimate an error of less than $10 \%$ and about $\sim 25 \%$, respectively, using the data from Kurosawa \& Genda (2018), although their models are not directly comparable to the impact parameters used in this study. Kurosawa and Genda (2018) use a higher constant critical shock pressure / entropy for melting and thus a relatively high constant and pressure-independent melt temperature for comparable impact velocities. Note, despite this small inaccuracy our approach comes with other advantages (as discussed in the method section, such as less numerical diffusion and the consideration of decompression melting) that we consider to be more important and crucial for this work.

## 5 Conclusion:

In this work we have explored the effect of different thermal profiles on impact-induced melt production by large scale collisions throughout the early martian evolution. Our models indicate that scaling laws may result in poor melt predictions depending on the thermal profile and the impactor parameters. Thus, we conclude that the use of simple scaling laws that do not explicitly account for variations in the thermal profile should be avoided in case of an early Mars and a critical impactor diameter larger than 10 km . This conclusion may also apply to other terrestrial planets with hot interior structures.

Furthermore, our results indicate that large collisions ( $L>=30 \mathrm{~km}$ ) early in Mars' history (few 100 Myr after formation) resulted in craters that may have been completely filled with melt and in extreme cases may have been completely obliterated by their own melt. This may explain the lack of visible basin structures larger than 150 km if compared to extrapolations based on the lunar crater record, as some of those events would have resulted in the formation of an igneous province. This could help to place constraints on the cooling history of Mars, as it would require a relatively hot interior during the early stage of planetary evolution (4.4-4.1 Ga; Bottke and Andrews-Hanna, 2017). To address this issue in more detail further investigations are required. However, our simulations robustly show that the effect of the thermal conditions and melt production onto crater morphology can be significant if the target temperature is sufficiently
close to the solidus in the equivalent depth of burst. Finally, the production of large volumes of impact melt on early Mars may have affected its atmosphere and climate via outgassing, a process that we will address in the future.
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## Appendix A:

## Table A1:

Material properties for strength model (Collins 2004) and energy for melting at normal conditions ( $\mathrm{P}=1 \mathrm{~atm} ., \mathrm{T}=297^{\circ} \mathrm{K}$ ):

| Parameter description: | Dunite ANEOS <br> (Benz 1989) | Basalt ANEOS <br> (Pierazzo 2005) |
| :--- | ---: | ---: |
| Cohesion (dam/YDAM0) [Pa] | $1.0000 \mathrm{D}+04$ | $1.0000 \mathrm{D}+04$ |
| Coeff interal friction (dam/FRICDAM) | $6.0000 \mathrm{D}-01$ | $6.0000 \mathrm{D}-01$ |
| High Pre strength limit (dam/YLIMDAM) [Pa] | $3.5000 \mathrm{D}+09$ | $2.5000 \mathrm{D}+09$ |
| Cohesion (int/YINT0) [Pa] | $5.0000 \mathrm{D}+07$ | $2.0000 \mathrm{D}+07$ |
| Coeff interal friction (int/FRICINT) | $1.5000 \mathrm{D}+00$ | $1.4000 \mathrm{D}+00$ |
| High Pre strength limit (int/YLIMINT) [Pa] | $3.5000 \mathrm{D}+09$ | $2.5000 \mathrm{D}+09$ |


| Melt energy for complete melting $E_{M^{*}}$ | $8.61 \times 10^{6} \mathrm{~J} / \mathrm{kg}$ | $4.73 \times 10^{6} \mathrm{~J} / \mathrm{kg}$ |
| :--- | ---: | ---: |

*calculated via ANEOS and the liquidus function.
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